Google reveld que hackers
vinculados a China, Rusia y
Corea del Norte usan Gemini
para acelerar ciberataques

15/02/2026

Un informe del equipo de inteligencia de amenazas de Google
revelo que hackers vinculados a
gobiernos utilizaron Gemini para agilizar distintas fases
de ciberataque.

Elaborada por el Google Threat Intelligence Group, la
investigacién afirmé que el uso de la herramienta de IAno se
limitd a campafas basicas de phishing, sino que incluyé tareas
de reconocimiento, redaccién de ingenieria social, asistencia
en programacidén y actividades posteriores a una intrusidn.

Seglin el reporte, la actividad observada involucra células
asociadas a China, Iran, Corea del Norte y Rusia. Los prompts
y respuestas analizados incluyeron perfilado de objetivos,
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generacién de textos persuasivos para engafos, traducciones,
ayuda con cédigo, pruebas de vulnerabilidades y depuracién de
herramientas cuando fallaban durante una intrusién.

Google reveld que hackers vinculados a China, Rusia y Corea
del Norte usan Gemini para acelerar ciberataques. (Imagen:
GeminiAI)

Los investigadores de Google plantean una idea central: la IA
no introduce tacticas radicalmente nuevas, sino que acelera
procesos que los atacantes ya realizaban. El reconocimiento
previo a un ataque, la creacién de senuelos creibles, 1la
modificacién de herramientas y 1la correccién de errores
técnicos forman parte del manual habitual de operaciones
ofensivas.

La diferencia esta en el ritmo. Con asistencia de modelos como
Gemini, los hackers pueden obtener reescrituras rapidas,
soporte multilingiie o correcciones de cédigo en cuestidn de
segundos. Eso reduce fricciones y acorta los ciclos entre
prueba y error.

En uno de los casos descritos, vinculado a actores asociados a
China, un ciberdelincuente adoptdé la identidad de un experto
en seguridad informatica dentro de un escenario ficticio para



solicitar la automatizacion del analisis de vulnerabilidades y
la generacidén de planes de prueba dirigidos. En otro ejemplo,
un hacker, también basado en el pais asiatico, recurrié varias
veces al modelo para tareas de depuraciodn, investigacidn
técnica y orientacién relacionada con intrusiones.

ELl riesgo esta en la velocidad de
la IA

Uno de los puntos que subraya Google es el impacto en 1los
tiempos. Si los grupos pueden interactuar mas rapido sobre
objetivos y herramientas, los equipos de defensa disponen de
menos margen entre las primeras sefales y el dafio efectivo.

Menos tiempo también implica menos pausas visibles en los
registros, menos errores manuales y menos repeticiones que
podrian delatar la actividad. La automatizacién parcial,
incluso en tareas rutinarias, puede alterar la dinamica entre
atacante y defensor.

El informe también advierte sobre otra practica distinta al
uso operativo directo: la extraccién de modelos y la
destilacidén de conocimiento. En estos escenarios, actores con
acceso autorizado a APIs realizan grandes volumenes de
consultas para replicar el comportamiento y la légica del
sistema, con el objetivo de entrenar otro modelo.

Google menciona un caso que involucrd alrededor de 100.000
prompts orientados a reproducir comportamientos en tareas en
idiomas distintos del inglés. Segun el informe, este tipo de
actividad puede generar danos comerciales y de propiedad
intelectual si se escala.

Qué deberian vigilar los equipos de



seguridad

Google informdé que deshabilitdé cuentas e infraestructura
vinculadas al abuso documentado y que incorpord defensas
especificas en Gemini. También indicdé que continla probando y
reforzando sus mecanismos de seguridad.

Para los equipos de ciberseguridad, la conclusidén prdactica es
asumir que los ataques asistidos por IA avanzaran mas rapido,
aunque no necesariamente sean mas sofisticados. Conviene
prestar atencidon a mejoras repentinas en la calidad de los
sefiuelos, ciclos mas veloces en el desarrollo de herramientas
y patrones inusuales de uso de API.

Fuente: TN



